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Abstract—Dynamic management of computer resources is essential for adaptive computing. Adaptive computing systems rely on accurate and robust metric predictors to exploit runtime behavior of programs. In this study, we propose the Unified Prediction Method (UPM) that is system- and metric independent for predicting computer metrics. Unlike ad hoc predictors, UPM uses a parametric model and is entirely statistical and data-driven. The parameters of the model are estimated by minimizing an objective function. Choice of the objective function and the model type determine the form of the solution whether it is closed form or numerically determined through optimization. In this study, two specific realizations of UPM are presented. The first realization uses mean squared error (MSE) objective function and the second realization uses accumulated squared error (ASE) objective function, in conjunction with autoregressive models. The former objective function leads to Linear Prediction and the latter to Predictive Least Square (PLS) prediction. The model parameters for these predictors can be estimated analytically. The prediction is optimal with respect to the chosen objective function. An extensive and rigorous series of prediction experiments for the instruction per cycle (IPC) and L1 cache miss (L1-miss) rate metrics demonstrate superior performance for the proposed predictors over the last-value predictor and table-based predictor on SPECCPU 2000 benchmarks.

Index Terms—Microprocessor performance phase prediction, adaptive dynamic management, application program phase prediction.

1 INTRODUCTION

Intra and inter application variability motivate the design of adaptive computer systems, where the system adapts to different requirements of the applications. In such an adaptive system, the underlying mechanism implicitly or explicitly utilizes the repetitive and recognizable patterns in the application. This repetitive intraworkload variability, also referred as phase behavior, may last successive time periods before making a transition to the next one. For each such phase in the application, predictors give the ability to predict and proactively adapt the computer system to the application needs.

Last-value predictor is especially popular and has been widely used because of its simplicity. The last-value predictor simply assumes that the next sample will be the same as the current observed sample. Although this predictor is effective for stable application behavior, it gives inaccurate predictions for highly variable application behavior. For highly variable data, several other methods including table-based predictor [13] and cross-metric predictor [8], [13] are proposed to alleviate the shortcomings of the last-value predictor. If all of the aforementioned ad hoc methods were successful in predicting application behavior, then conceptually there would not be a new problem to solve in adaptive computer systems. However, most of these predictors center on the use of past values to predict next values without any mechanism with regard to how to use them in a principled and optimum way. In that respect, these predictors are not reliable and accurate. Furthermore, they are typically designed to work for a specific metric of interest, and may not generalize to other metrics. For example, the performance of table-based predictor depends on such parameters as history vector length, quantization granularity, and table depth. Typically, one has to tune these parameters for different metrics to achieve the best possible performance.

In this paper, we propose the Unified Prediction Method (UPM) for metric prediction problem. UPM is a generic prediction method, where last-value predictor, linear predictors, and many other predictors can be considered as special cases of UPM. UPM is a principled, novel, and practically viable approach to predict values of a metric within an application. UPM has also strong theoretical foundations in statistics as well as signal processing and it does not require offline or online calibration. As such, it is independent of the system and program being predicted. It applies to any metric of interest and performs accurate, reliable on the fly predictions.

Application of UPM consists of several steps. First, the model type (e.g., autoregressive, Markov) and the objective function (e.g., total squared error, accumulated squared error, likelihood) are selected. Next, the parameters of the model are estimated by minimizing the chosen objective function. Note that, in general, the objective function itself is a function of model parameters and past observed samples. Later, the estimated model is used to predict the next value.

Our contributions can be summarized below. Note that this work expands our recent work [6] in several ways that are highlighted in the last three bullets:

- We develop UPM based on objective function minimization.
• We show that choice of the autoregressive models as the model type and mean squared error (MSE) as the objective function reduces UPM to Linear Predictor. Thus, we implement Linear predictor as a special case of UPM.

• We extend Linear Predictor concept and implement the Predictive Least Square (PLS) predictor by using mixture of autoregressive models and last-value predictor with accumulated squared error (ASE) objective function. In this scheme, the prediction error is guaranteed to be less than or equal to that of the last-value predictor within a small error term.

• We also compare the proposed predictors to a last-value predictor and demonstrate substantially improved results over the last-value predictor.

• We also compare these predictors to a table-based predictor. We demonstrate the overall superiority of PLS predictor over table-based predictor both in terms of accuracy and consistency.

• We also investigate the impact of mixture size on the accuracy of PLS predictor.

• We perform a series of rigorous experiments comparing aforementioned methods on IPC and L1 miss rate using two different sampling and prediction intervals.

The experiments show that both Linear Predictor and PLS predictor outperform last-value and table-based predictors. While PLS predictor significantly outperforms the last-value predictor for some subsets of the benchmarks, unlike previous studies [8], [13], it never provides worse (within an error term) prediction than the last-value predictor. For example, table-based predictor shows large variations in its performance in relation to the last-value predictor. As such, it suffers from consistency. PLS predictor, on the other hand, is consistent and generally provides better prediction accuracy than the table-based predictor with the exception of several benchmarks. PLS predictor is also effective in overcoming the shortcomings of the Linear Predictor with negligible extra overhead. All our techniques are driven by data from processor performance counters and provide effective prediction capabilities, which are practically viable through a software implementation over millisecond intervals.

In what follows, Section 2 presents the UPM based on objective function minimization. Section 3 introduces the Linear Predictor as a particular realization of the UPM. Section 4 describes PLS. Methodology is presented in Section 5. Relevant prior work in program behavior characterization and prediction is summarized in Section 6. Detailed experimental results and discussions are provided in Section 7. Finally, Section 8 concludes the paper.

2 THE UNIFIED PREDICTION METHOD USING OBJECTIVE FUNCTION MINIMIZATION

The UPM is a parametric model based on statistical framework. The first step for the application of UPM is to choose a parametric model \( \theta \). The second step is to define an objective function. The objective function typically depends on both past data samples and model parameters. The model parameters are estimated by minimizing the objective function:

\[
\hat{\theta}(t) = \arg \min_{\theta(T_t^{t-1})} O(\theta(T_t^{t-1}), X_t^{t-1}),
\]

where \( T_t^{t-1} = \{1, \ldots , t - 1\} \) is the time from the beginning of the observation to time \( t - 1 \) at which the last sample is observed and \( X_t^{t-1} = \{x[1], \ldots , x[t-1]\} \) are all past data samples observed up to time \( t \). Note that the sample to be predicted arrives at time \( t \). In general, \( \theta(T_t^{t-1}) \) are time-dependent models that are estimated so far. \( O(\theta(T_t^{t-1}), X_t^{t-1}) \) is the objective function to be minimized to estimate the prediction model parameters at time \( t \). Finally, \( \hat{\theta}(t) \) is the model to be used to predict the next sample arriving at time \( t \).

We cast the metric prediction problem as that of minimizing an objective function given the model parameters and the past observed samples. Equation (1) is sufficiently general in that, many commonly known objective functions (e.g., mean square error, likelihood, accumulated squared error) in conjunction with specific model classes (e.g., autoregressive models, Markov models) are considered specific cases of UPM. The objective function given in (1) can be minimized either analytically or via numerical optimizations. The form of the solution is determined by the chosen objective function and the model type. For example, if the objective function is Mean Square Error (MSE) and the model type is autoregressive, there is a closed-form solution, which can be obtained analytically. Solutions through numerical optimizations may carry a large overhead and they may not have convergence guarantees. Therefore, we prefer objective function and model pairs for which analytical solutions can be obtained without significant computational overhead.

We consider two specific realizations of the UPM by concentrating on autoregressive models with MSE\(^1\) and ASE as the objective functions.

3 LINEAR PREDICTION METHOD

The choice of model type and objective function are key for the UPM model. If we use autoregressive models with the MSE objective function, UPM reduces to the commonly known Linear Prediction method. Linear Prediction is a method for signal source modeling and is used in many applications such as speech signal processing, coding, power spectral estimation, sensor array processing, and optimal digital filtering. The objective of Linear Prediction is to form a model of a linear time-invariant digital system through observation of input and output sequences. Linear Prediction or more generally least-squares algorithms [15], [16] require very little information on the statistics of the input data and they have simple implementations. These are desirable properties that make Linear Prediction models suitable for metric prediction problem.

1. As far as the derivation of the Linear Prediction parameters is concerned, minimization of total squared error, summed squared error, expected squared error, or MSE is the same.
3.1 Mean Square Error as the Objective Function

MSE lends itself as an appealing objective function. There are numerous advantages of using MSE, including the following:

- Minimization of the MSE objective function leads to linear system of equations, which are straightforward to solve without significant cost. Any other choice of objective function may lead to nonlinear system of equations that can be solved through numerical optimization. Nonlinear system of equations can be expensive to solve without convergence guarantees.
- MSE objective function favors many small errors over a few big ones that linearly add up to the same value, which is usually desirable in order to minimize the impact of the overshoots in prediction.
- MSE is the error “variance”, which grows monotonically with standard deviation, so minimization of squared error also minimizes other statistical measures that are commonly used.

3.2 Minimizing MSE for Linear Prediction Parameter Estimation

Before formally describing the objective function minimization process, let us define some notations. We consider any computer metric as a signal $x[t]$, where $t$ denotes the time at which signal is sampled. $x[t]$ can be approximated by a linear combination of its own past $p$ samples:

$$
\hat{x}[t] = \sum_{k=1}^{p} \theta_{p,k} x[t - k]
$$

where $\hat{x}(t)$ is the predicted output, and $\theta_{p,k} = [a_1, \ldots, a_p]$ are model parameters, which are used to weigh past samples to generate an estimate of the next sample. A model that depends only on the previous outputs of the system is called an autoregressive model (AR). Autoregressive model finds the coefficients of a $p$th order linear predictor that predicts the current value of the real-valued time series $x[t]$ based on past samples. The model parameters $a_k$ are assumed to be constant over the duration of the analysis window. The parameters of the Linear Predictor are estimated as follows: Given past $n$ samples of a metric, we like to compute estimates for $a_k$ that result in the best fit. One reasonable way to define “best fit” is in terms of MSE:

$$
e_t = x[t] - \hat{x}[t]
$$

$$
= x[t] - \sum_{i=1}^{p} a_i x[t - i],
$$

where $e_t$ denotes the prediction error at time $t$. Fixing the model order $p$ and computing the total squared error over a window of $n$ observed past samples give the following objective function:

$$
O_t(x, \hat{x}_p) = \sum_{t=0}^{n} e^2[t]
$$

$$
= \sum_{t=0}^{n} \left[ x[t] - \sum_{k=1}^{p} a_k x[t - k] \right]^2.
$$

$O_t(x, \hat{x}_p)$ is quadratic in each of $a_i$ and is convex. The minimum of $O_t(x, \hat{x}_p)$ occurs when the derivative with respect to each of the parameters $a_i$ is zero. Therefore, $\frac{\partial O_t(x, \hat{x}_p)}{\partial a_i} = 0$ must give a minimum. By differentiating (4) with respect to $a_i$ and setting equal to zero gives the set of $p$ equations. The $p$ equations are solved recursively [24]. One of the important advantages of the Linear Prediction technique is its computational efficiency [14].

3.3 Model Order Selection for Linear Prediction

The performance of Linear Prediction for a specific problem depends largely on the model order used. Picking the optimal model order, which also determines the number of past samples to use, is crucial for applying Linear Prediction. However, the ordinary Linear Prediction technique merely minimizes the mean error squares for a fixed model order and it does not provide means for model order selection. For almost all Linear Prediction applications, either the distribution of the input data is assumed to be known, or a fixed model order is arbitrarily chosen for all possible input data. Obviously, one can hardly imagine that any of the so-called optimum prediction techniques are able to perform “true” optimum prediction without a method for estimating the model order for the input data.

Model order selection is a long-standing problem in signal processing and statistics. There is a large body of research directed at this problem. There are several landmark contributions in this area including Akaike’s information criterion (AIC) [1] and the minimum description length (MDL) [17]. Both of these methods require that the data distribution is Gaussian and are founded on asymptotic results. Their implementation requires two passes over the data, one to estimate the optimal parameters and the second to calculate the prediction errors; and as such, they are not preferred for online applications.

4 Predictive Least Square Prediction

Choosing the objective function as the “accumulated squared prediction error” and using a mixture of Linear Predictors reduces UPM to PLS predictor. In [18], PLS principle is proposed as an application of the “predictive stochastic complexity” concept [17] for model order selection. The PLS principle gives a consistent estimate of number of parameters (model order) for the basic Gaussian regression process. The PLS principle gives the maximum lower bound for the number of binary digits needed for encoding the observed values of data. The PLS criteria represent the minimum accumulated squared prediction error, when the data are predicted sequentially one at a time. The criteria selects the model order as the one for which the sum of the squared prediction errors along the sequence is minimized. The model order that achieves the minimum (sequentially) accumulated squared prediction error is used for predicting the next sample. The PLS method estimates the model order and the predicted value at the same time. In other words, it does not perform multiple passes over the data.

The difference between the “accumulated squared prediction error,” which is the objective function for PLS, and the “total squared prediction error,” which is the
objective function for ordinary Linear Prediction, lies both in the method used to compute the predictor coefficients and the samples over which the error is computed. The total squared prediction error results from applying the fixed set of predictor coefficients obtained by minimizing the square prediction error over the same set of data. The accumulated squared prediction error, on the other hand, results from sequential application of a time-dependent set of predictor coefficients.

The problem of optimal model order selection for ordinary Linear Predictor is no longer an issue for PLS predictor. Instead of relying on a single Linear Predictor, PLS predictor uses a mixture of Linear Predictors with different model orders including the last-value predictor. At each time $t$, PLS predictor computes the total prediction error for each model in the mixture. It also keeps track of the accumulated prediction errors for each model in the mixture. For the prediction of the next sample, it finds the model that provides the smallest accumulated prediction error so far and uses it to predict the next sample. The flexibility and modeling power of PLS predictor depends on mixture size and prediction ability of the individual models in the mixture. As the data behavior changes, so may the model that best describes the data. PLS predictor takes advantage of model switch and can rely on the prediction of the different models in different time intervals.

4.1 Formulation of Predictive Least Square Prediction

Similar to ordinary Linear Prediction, the goal is to predict a sequence of $t$ observations $x[1], \ldots, x[t]$ in terms of its $p$ past observations, $x[t-1], \ldots, x[t-p]$. We can define ASE objective function:

$$O_p(t) = \sum_{i=1}^{t} (x[t] - \theta_{p,i} x_{p,i})^2,$$

where $x_{p,i} = [x[i-1], x[i-2], \ldots, x[i-p]]$ and $\theta_{p,i} x_{p,i}$ is an inner product of model parameters and a vector of past $p$ observations. One can obtain a Linear Prediction filter of length $p$ by finding a parameter vector $\theta_{p,i} = [a_1(i), a_2(i), \ldots, a_p(i)]^T$ to minimize the objective function $O_p(t)$:

$$\min_p \sum_{i=1}^{t} (x[t] - \theta_{p,i} x_{p,i})^2,$$

where $\theta_{p,i}$ is the least squares parameter estimate determined by data measurements up to time $i$. We define $\hat{x}_i = \theta_{p,i-1} x_{p,i}$ as the “honest” least squares prediction of $x(t)$, where $\theta_{p,i-1}$ is the model parameter vector associated with the linear regression model.

It is worth mentioning that (6) contains a second layer of minimization over the model order. Ordinary Linear Predictor, however, operates with a fixed model order to minimize MSE. As such, PLS has more flexibility to switch between different model orders for each sample. Applying the PLS principle requires solving (6) to obtain a parameter vector $\theta_{p,i}$ for each $p$. Since the parameter vector is reestimated for each data sample observed in time, $\theta_{p,i}$ is time dependent. As such, the model parameters are optimized only over the data available up to but not including the sample to be predicted. Given $\theta_{p,t}$, we can estimate the accumulated squared error:

$$O_p(X_t^T) = \sum_{i=1}^{t} (x_i - \theta_{p,i} x_{p,i})^2 = \sum_{i=1}^{t} (x_i - \hat{x}_i)^2$$

for all $p$ when $\hat{x}_i$ is the estimate of $x_i$. Then choose the $p = p_{\text{min}}(t)$ that minimizes $O_p(X_t^T)$ and use it for prediction of the next sample, $x_{t+1}$, that can be estimated as an inner product of model parameters and past samples:

$$\hat{x}_{t+1} = \theta_{p_{\text{min}}(t)} x_{p_{\text{min}}(t), t+1}.$$
10: \[ k_l = \sum_{i=0}^{l-1} a_i R(t-i) - R(t) \]

11: Set \( a_l^{(0)} = k_l \)

12: Set \( a_l^{(j)} = a_l^{(j-1)} + k_l a_{l-j}, \quad 1 \leq j \leq l - 1, \)

13: Set \( \hat{E}_l = E_{l-1}(1 - k_l^2) \)

14: end for

15: When \( l = M, a = (a_1, a_2, \ldots, a_M) \) is obtained.

16: end while

The symmetric and Toeplitz property of \( R \) makes it possible to reduce the computational complexity of computing the Linear Prediction parameters. The presented pseudocode above is based on the Levinson-Durbin recursive algorithm [15] and requires only \( n^2 \) operations (division/multiplication/offset) for estimating the parameters of an \( n \)th order Linear Predictor.

PLS predictor has a computational complexity that is not larger than that of the largest model order in the mixture. We can estimate all of the Linear Predictors at the computational price of only the largest model order. This is possible due to the fact that for a given model order, all the models of smaller order are by-products of the model estimation process. The overall cost of PLS predictor is negligible for the prediction task that is performed here.

Based on the described computational upper bounds for the model update, the overall computational overhead of the PLS can be constrained to be several thousand (or even less) multiply and divide operations. This translates to compute time overheads on the order of microseconds. Therefore, PLS can be implemented within the operating system software in context switch time granularities with no visible performance impact.

5 METHODOLOGY

We performed the experiments on an IBM POWER4 [22] server platform with the AIX5L operating system. The results present per-thread behavior running in multiuser mode on a lightly loaded machine. We have used the hardware performance counters, with a sampling tool that works on top of the AIX Performance Monitoring API (PMAPI). The sampler ties together counter values to a particular thread, including all library calls and system calls performed by that thread. The prediction is performed at two different time scales, approximately 50 and 100 ms, to quantitatively understand the effect of different time granularities on the prediction accuracy. All the experiments are performed with the SPECCPU 2000 suite using reference data sets. All benchmarks are compiled with XLC and XLF90 compilers with the base compiler flags.

6 RELATED WORK

Previous research on phase characterization and prediction focuses on various categories. A body of research concentrates on offline simulator or counter analysis to select representative execution points [10, 11, 20]. While these approaches largely deal with phase characterization, they do not perform predictions guided by online phase changes. Another group of approaches experiments with architectural dynamic optimizations guided by fine-grained phase information [2, 3, 7, 9, 21]. These techniques operate at fine grain phases and are not effective handling coarse grain phases. Some application-oriented works have been done to read hardware counters and use their information for techniques like DVS or thermal-aware OS scheduling [4, 5, 23] at the operating system level. All of these are reactive, while our approach shows the ability to predict and proactively adjust system behavior. We implemented two of the previous methods, namely last-value predictor and global history table predictor to compare against the proposed methods.

Duesterwald et al. [8] present the performance of various coarse-grained prediction schemes for performance counter metrics on two different IBM POWER platforms. They show the possibility of cross-metric predictions and mention potential applications of such predictive techniques. While the work in [8] focuses on near-term sample-to-sample predictions, Isci et al. [12] have developed longer term approaches incorporating duration prediction with gradient prediction schemes. Both of these methods center on the use of past values to predict the next values, but without any mechanism with regard to how to use the past values in a principled and optimum way. Our presented technique applies to any metric of interest and performs accurate, reliable on the fly “optimum” predictions. We claim that PLS predictor, while significantly outperforming the last-value predictor for some subsets of the benchmark data, it never provides worse prediction than the last-value predictor. That is, in some cases, it may perform equally well as the last-value predictor.

6.1 Last-Value Predictor

One of the simplest yet effective metric predictors is the last-value predictor. In this predictor, the next sample of metric is assumed to be the last observed sample of that metric. In fact, last-value predictor can also be considered as a specific realization of UPM with the following objective function:

\[ \theta(t) = \theta(t-1), \]

where \( \delta(t) = \theta(t-1), \)

and the model

\[ \hat{x} = \delta(t-1)x[t]. \]

Note that for a last-value predictor, the model is fixed and it does not have any parameter to estimate.

6.2 Global Phase History Table Predictor

In addition to the last-value predictor, we also implemented the Global Phase History Table (GPHT) [13] predictor. GPHT predictor exploits repetitive phase behavior by looking not only at the last observed sample but a larger sequence of observed samples to predict the next sample. GPHT predictor resembles global branch history predictor [26]. Isci et al. implement GPHT at the software layer for dynamic phase prediction. Later, dynamic phase prediction is used to trigger DVFS actuation.
GPHT method works as follows: We first decide on the size of the pattern history table (PHT), which is essentially a matrix. The rows of this matrix represent the distinct pattern vectors acquired from the past observed sample sequences. The length of these vectors is related to both the predictive power of PHT and the hit rate of finding a pattern in the PHT. If these vectors are too short, PHT has a weaker predictive power, but has a greater hit rate (finding a pattern in the table). On the other hand, if the vector is too long, it gets difficult to find the matching patterns in PHT. A PHT of 1,024 by 8 is found to be a good trade-off between these competing goals [13]. In other words, we keep 1,024 distinct pattern vectors, each of which is 8 samples in length. For each of these vectors, we also keep the corresponding next sample as the output of these vectors. Here, in this study, we used the same table size as in [13]. However, unlike [13], we used 20 quantization levels instead of 6, since the dynamic range of IPC and L1-miss rates is larger than that of the memory accesses per instruction (MPI).

For each sample to be predicted, the GPHT method looks at the most recently observed eight samples and searches for the exact match of this vector in PHT. If there is a match, it takes the corresponding output for that vector. If there is no matching pattern in PHT, then it backs off to the last-value predictor and takes the most recently observed sample as the prediction output. Most applications exhibit some amount of repetitive patterns due to the common loop-oriented and procedural execution style. Effectiveness of the table predictors relies on the extent of the repetitive patterns existing in the metric.

One of the disadvantages of table predictors is the quantization required to generate the table entries. The patterns in the table are quantized values for the real-valued metric samples. The number of quantization levels should be decided carefully. On one hand, having too few quantization levels does not allow accurate prediction. On the other hand, having too many quantization levels makes it difficult to find the matching vector, thus, reduces the table hit rate. After several experiments, we decided to use 20 quantization levels for both IPC and L1-miss rate.

7 EXPERIMENTAL RESULTS AND DISCUSSIONS

We present an extensive set of experiments for Linear Predictors, PLS predictor, and their comparison to last-value predictor and table-based predictor. We also investigate PLS predictor in-depth for its performance in relation to mixture size. All the predictors are applied to predict IPC and L1-miss rate of benchmarks in SPECCPU 2000 suite. Even though PLS predictor is applied to predict IPC and L1-miss rate, it has general applicability to predict any metric of interest with great accuracy. This section also provides the prediction accuracy results at different time scales. Note that, unless otherwise indicated, the figures in the following sections show results where prediction is performed at 100 ms time scales.

Much of the past work formulated ad hoc methods that are engineered to work on specific metric values. Typically, these methods may perform very well for a few benchmarks as compared to last-value predictor. However, for the rest of the benchmarks, they do not provide better prediction accuracy than the last-value predictor. As such, they lack the generality and fail to work on other metrics. We guarantee that the PLS predictor does not perform worse than the best predictor in the mixture including the last-value predictor within an $\epsilon$ error term. Due to the space limitations, mathematical proof of this assertion is omitted [18], [25]. The PLS predictor also eliminates a major shortcoming of Linear Prediction models, which is the correct model order for the best description of the sequential metric samples. With the PLS predictor, as the metric behavior changes, so does the best model describing the metric sequence. On the fly determination of the best model order is guaranteed for the PLS predictor.

7.1 Metric Tracking Using Linear Prediction Models

The optimal model order for Linear Prediction depends on the specific benchmark. In this study, we consider the following model orders for Linear Prediction: $p \in \{2, 5, 10, 18, 32, 64, 100\}$. We do not have any particular reason to choose this set over others except for sampling the different model orders in a reasonable range. We also use the last-value predictor both as a baseline to compare and as part of the mixture of models to be used by the PLS predictor. Using larger model orders results in modeling the finer structure of the metric values and may lead to worse performance, especially if the data behavior is frequently changing. Linear Prediction model orders of more than 100 are rarely used in practice. Likewise, using smaller model orders may not have enough flexibility to model the dominant structure of the metric values. Across many disciplines and applications, Linear Prediction model orders of 5-30 are commonly used.

The mean absolute prediction errors for the prediction of IPC using “swim” data from the SPECCPU 2000 benchmark suite are presented in Fig. 1. The solid line in the figure shows the errors using Linear Prediction models of different orders. In the figure, $p = 1$ is used for the last-value prediction. The dashed line corresponds to PLS predictor, which will be discussed in the next section. We
observe from the figure that Linear Prediction model orders of \( p = 30 \) to \( p = 70 \) provide the lowest mean error for the swim IPC data. Using smaller model order may substantially increase the error and using higher model order may also result in modest degradations in the mean error. Last value prediction does not perform as well as any of the Linear Prediction models for this benchmark.

In the first panel of Fig. 2, we plot a segment of the swim IPC data. This segment of the data seems to be periodic with significant differences in value between consecutive samples. In the second panel, the corresponding absolute prediction error is plotted using Linear Prediction model with order \( 5 (p = 5) \). In the third panel, we plot the prediction error for the last-value predictor. The large consecutive sample-to-sample differences explain the relatively poor performance of the last-value predictor, which does not capture periodicity in the data, as compared to Linear Prediction model with order 5.

### 7.2 Metric Tracking Using PLS Predictor

The effectiveness of PLS predictor depends on the number and predictive power of the models in the mixture. We will present several examples of PLS prediction as compared to Linear Prediction models of different orders and last value prediction. In Fig. 1, the dashed line corresponds to PLS prediction error. The PLS performance is as good as the best performing model in the mixture. That is, PLS performance is the same\(^2\) as those for the Linear Prediction models of order \( p = 32 \) and \( p = 64 \). At the bottom panel of Fig. 2, the prediction error using PLS predictor is plotted for a segment of the “swim” IPC data. PLS predictor is tracking the data very closely and makes significantly smaller prediction errors than the last-value predictor and Linear Predictor with model order 5 (LP-5). It is worth mentioning that since we use Linear Prediction model with order 100, we need to have at least 100 past samples to estimate the model parameters. Even though Linear Prediction models of lower orders are active and make predictions during this time, we choose to start the prediction process when we observe at least 100 samples so that all models in the mixture are active. As the sequential data arrive, the behavior of the data may change. Consequently, the best performing model order may change as well.

It is essential to point out the dependency between model order and Linear Predictor performance. Large Linear Prediction model orders provide always the best performance in the “batch prediction” case, that is, if the entire data are observed. The large model orders provide the flexibility to describe the details in the part of data that is observed up to now. However, this comes at the expense of poor generalization for the unseen part of the data, which are the future samples to be predicted. Therefore, for sequential prediction, large model orders do not always achieve the lowest prediction error. For example, Fig. 3 shows the mean prediction error for different models in the mixture for the “bzip2_graph” IPC data. For this benchmark, Linear Predictor with model order 32 provides the lowest accumulated prediction error. Using Linear Prediction models of order less than 18 or more than 32 may result in increased prediction error. The last-value predictor performs significantly worse as well, increasing the mean absolute prediction error by about threefold (0.11 — 0.34). Fig. 4 shows the model switch for the entire “bzip2_graph” data. First, PLS switches among LP-5, LP-10, and LP-32, and finally, settles for LP-5 for a while and then switches back to LP-10. Later, PLS uses LP-18 and LP-32. In order to see the model switching impact on the prediction error, we zoom into the region between IPC samples of 320 and 420 and plot the results for last value, LP-5 and PLS predictor in Fig. 5. In the first half of the figure, PLS predictor and LP-5 have virtually identical prediction errors. As soon as the PLS predictor switches from LP-5 to LP-10, the PLS prediction error starts to become smaller than the LP-5 prediction error. Essentially, PLS predictor uses the best model order to fit to the data in different segments of the execution.

---

\(^2\) The performance difference is negligibly small.
There is no guarantee that any of the Linear Predictors can outperform the last-value predictor. For example, for “ammp” data, the last-value predictor achieves the lowest accumulated predictive error. In Fig. 6, we present the mean absolute prediction errors for the “ammp” IPC data using different model orders. Here, last-value predictor has lower error than any of the Linear Prediction models. As such, the PLS predictor chooses the last-value predictor for the entire run of the data. Finally, we plot the absolute prediction errors for the entire “applu” data in Fig. 7. The PLS prediction error on the lowest panel demonstrates significant improvement in prediction performance compared to LP-5 and the last-value predictor.

7.3 Impact of Mixture Size on PLS Predictor Performance

We mentioned that the performance of PLS predictor largely depends on the models used in the mixture pool. The larger the mixture pool gets, the better become the prediction results. Each benchmark can be described better with a Linear Predictor of a specific model order. For each benchmark, Linear Predictor of a specific model order may provide smallest prediction accuracy. In fact, for different phases of a benchmark, different model orders may provide best performance. In Fig. 8, we provide mean percentage prediction errors averaged across all benchmarks for IPC with different mixture sizes. In the figure, PLS-1 is composed of two Linear Prediction models with orders 1, namely the last-value predictor, and 2. Adding a second model alongside last-value predictor immediately reduces the prediction error. PLS-3 contains models with orders \( \{1, 2, 5\} \). Using the past five samples, in addition to using the last two samples, to predict the next sample improves the prediction accuracy significantly as compared to the last-value predictor. Adding more models with larger model orders results in further reductions in prediction error. As expected, the relative improvements with the addition of more models to the mixture become smaller. Linear
Predictors with model order more than 100 are rarely used in practice. We could have used all 100 Linear Predictors instead of 8 predictors, which are in PLS-7 mixture, but it would not bring significant improvement over PLS-7. Typically, models with larger model order are good in describing the fine structure in the segment of the data that is observed so far. However, this comes at the expense of poor generalization for the unseen future observations, which are to be predicted.

7.4 Summary of Results

We present prediction errors for 37 benchmarks using the last-value predictor, LP-18, table-based predictor, and PLS predictor for IPC data sampled at 100 ms in Fig. 9. There are multiple ways of comparing different predictors. One crude way is just by counting for how many benchmarks one method outperformed the other. In such a comparison, we observe that LP-18 is better than the last-value predictor in 17/37 cases, and the last-value predictor is better in the remaining 20/37 cases. These ratios might suggest that both LP-18 and last-value predictors have somewhat similar performance. Likewise, if we compare PLS-predictor with the last-value predictor, we see that in 27/37 cases, PLS is better than the last-value predictor, and in the remaining 10/37 cases, they perform equally well. PLS predictor is better for 20/37 benchmarks as compared to table-based predictor. Table-based predictor is better than PLS predictor on 6/37 benchmarks and they are equally good on 10/37 benchmarks. Even though, table-based predictor is better than the last-value predictor overall, unlike PLS predictor, for some benchmarks, it provides significantly worse prediction accuracy than the last-value predictor, as in the cases of gzip_random, mcf_inp, perlbenchdiffmail, and sixtrack_inp. These benchmarks tend to be flat without many fluctuations. As such, it is not surprising to see the last-value predictor performing slightly better than the table-based predictor, which has a more elaborate pattern matching.
scheme but also has sensitivity to predicting slowly varying patterns.

It is important to have consistency in the predictor’s performance. It is always preferable to perform better on as many benchmarks as possible, rather than performing very well on a few benchmarks and performing poorly on the rest of the benchmarks. For example, table-based predictor is slightly better than PLS predictor on ammp, facerec, gzip_log, gzip_program, and lucas, but it is significantly worse than PLS predictor on applu, bzip2_graph, bzip2_program, bzip2_source, and mgrid. In fact, the prediction error of table-based predictor can become more than twice as large as that of the PLS predictor for some benchmarks. PLS predictor exhibits better consistency in its prediction accuracy than the table-based predictor.

Even though Fig. 9 is useful in giving an idea about the relative performances of the different predictors, a more accurate measure would be the normalized mean prediction error across all benchmarks. This measure is calculated in two steps. First, mean IPC, mean absolute prediction error, and their ratios are calculated for each benchmark. Second, these ratios are averaged across all 37 benchmarks used in this paper. In Fig. 10, we present the per predictor average [Prediction Error/IPC] ratios in percent for predictions performed at different time scales. This measure normalizes against the varying IPC amplitudes across different benchmarks and prevents the results of a particular benchmark dominating the overall results. We present prediction errors for the last-value predictor, a set of Linear Predictors, table-based predictor, and PLS predictor for IPC data sampled at 100 and 50 ms in Fig. 10. Using two different granularity levels is important in order to see how models perform in modeling patterns at different time scales. In Fig. 10 for 100 ms, we see that the absolute prediction errors for the last-value predictor are, on average, within 11.4 percent of the IPC values being predicted. The corresponding number for the table-based predictor is 7.7 percent. LP-18 performs the best among the linear predictors in which the prediction error is within 7.2 percent of the IPC values being predicted. Not surprisingly, the PLS predictor achieves the best performance with 5.6 percent. This number also corresponds to a 50 percent reduction in prediction error of last-value predictor. The PLS predictor achieves 5.2 percent, whereas the last-value predictor is, on average, within 8.6 percent of the IPC values being predicted with reduced time scales. As the time granularity of prediction and sampling of data reduce, the averaging effect (filtering effect) of longer time scales diminishes and the last-value predictor starts to improve relatively better in comparison to other predictors. The performance of table-based predictor is about the same as that of LP-18 for both 100 and 50 ms data. The PLS predictor is significantly better than the table-based predictor.

In order to investigate how predictors perform on a different metric, we made predictions for the L1-miss rate. In Fig. 11, we present the per predictor average [Prediction Error/L1 miss rate] ratios in percent for predictions performed at different time scales. Fig. 11 substantiates our claim that the PLS predictor is general in the sense that it can be applied to other metrics. In Fig. 11, for 100 ms, we see that the absolute prediction errors for the last-value predictor are, on average, within 28 percent of the L1 miss rate values being predicted. The corresponding number for the table-based predictor is 20 percent. Not surprisingly, the PLS predictor achieves the best performance with 16 percent.

8 CONCLUSIONS

We described a new metric prediction scheme called UPM. UPM is a parametric model based on stochastic framework and uses objective function minimization to estimate the parameters of the predictor. We implemented Linear Prediction and PLS-based predictor as special realizations of the UPM. The new predictors do not make any assumption about the distribution of metric being predicted. The PLS predictor can achieve the least accumulated squared prediction error while providing a consistent prediction across all benchmarks. We presented a series of experiments demonstrating superiority of PLS predictor as compared to the last value and table-based predictors on the SPECCPU 2000 benchmark data.
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